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ABSTRACT: Structural properties of over 55 small proteins have been determined using both density-based and wave-function-based electronic structure methods in order to assess the ability of ab initio “force fields” to retain the properties described by experimental structures measured with crystallography or nuclear magnetic resonance. The efficiency of the GPU-based quantum chemistry algorithms implemented in our TeraChem program enables us to carry out systematic optimization of ab initio protein structures, which we compare against experimental and molecular mechanics force field references. We show that the quality of the ab initio optimized structures, as judged by conventional protein health metrics, increases with increasing basis set size. On the other hand, there is little evidence for a significant improvement of predicted structures using density functional theory as compared to Hartree–Fock methods. Although occasional pathologies of minimal basis sets are observed, these are easily alleviated with even the smallest double-ζ basis sets.

INTRODUCTION
Recent algorithmic advances1−3 connected with the introduction of novel streaming architectures, such as graphical processing units (GPUs), have enabled the application of quantum chemistry methods to large molecular structures, such as polypeptides and proteins.4,5 An open question is the expected accuracy of these ab initio quantum chemistry methods for protein structures, especially as compared to the empirical force fields that have been developed and extensively validated for this purpose.6,7 A major advantage of ab initio methods in the biophysical context is the ability to describe phenomena that cannot be easily described with force fields, such as electronic polarization, charge transfer, and chemical reactivity. However, this advantage may be of limited utility if tractable ab initio methods are incapable of describing the structure accurately. Our goal here is, therefore, to validate ab initio methods for protein structures.

In this work, we harness the advances8 of electronic structure on GPUs to quantify protein structure descriptions by ab initio methods on an expansive protein data set. Previously, such structural studies have been intractable without resorting to empirical force fields9 or semiempirical methods.10 We obtain starting protein structures by completing a systematic search of the Protein Databank (PDB).11 We validate ab initio quantum chemistry against experimental and force field results with gas-phase and aqueous environment structural optimizations on a data set that includes a variety of secondary structure motifs and amino acid abundance comparable to the PDB. This first large-scale test of ab initio approaches for the description of protein structures does not include expansive consideration of entropic effects, focusing instead on the retention of the structure in local minima nearest the experimental structure. We limit consideration of differences between alternate conformations to select prototypical cases. Comparison between ab initio structures and protonation states on this subset of proteins with force fields and experimental structures permits us to identify fundamental differences obtained both when using an ab initio approach compared to empirical force fields and between various ab initio methods.

Most of the calculations we carry out here are based on local optimization (starting from experimental structures) for proteins in isolation. The experimental structures typically refer to either crystal or solution environments. Thus, it is important to note that the structures of proteins in the gas phase (or even in low dielectric organic solvents) could differ from those in solution, although the extent of these differences remains an open question.12,13 For example, diminished dielectric screening will enhance electrostatic interactions, such as those present in salt bridges between charged residues.14 A further potential difference between gas-phase and solvated protein structures lies in the charge state of the terminal residues. Although the terminal residues of peptides solvated by aqueous solutions almost invariably exist in a zwitterionic form,15−17 this may not be the case in low dielectric environments. There is increasing evidence18−20 that the zwitterionic charge separation is stabilized by salt bridges between residues in the gas phase. Although the determination of gas-phase protein structures is itself an important area of research, relevant, for example, in mass spectrometric analysis methods,21−24 detailed treatment of this problem requires explicit consideration of many possible charge states for the protein and protonation states of the residues. We do not...
attempt exhaustive searches over alternative protonation and charge states here, but note that ab initio methods are ideally suited to this problem, while a force-field-based approach would require extensive modification and reparameterization. In fact, density functional theory (DFT) has been used to predict the most stable gas-phase charge states and structures in a few peptides with up to 20 residues.

We have also carried out local optimizations in aqueous environments for the proteins that exhibited the largest structural deviations from experiment. These calculations use a hybrid quantum mechanical/molecular mechanical (QM/MM) method. Unlike most previous applications of QM/MM, the entire protein is treated quantum mechanically and only the solvent is treated with an empirical force field. These calculations allow us to determine the extent to which environment effects are responsible for any structural discrepancies between theory and experiment.

**PROTEIN SELECTION METHODS**

We selected candidate protein structures from the Protein Databank (PDB) by eliminating structures with 30% or more sequence identity and restricting the search to structures without ligands, nucleic acids, modified residues, or multiple chains. We further reduced the scope of our search to small polypeptides ranging from 5 to 35 residues in length. From this subset of 413 candidate polypeptides, we considered only structures with a total charge \( \leq \pm 2 \), as evaluated from an empirical protonation state determination procedure, giving a total of 58 proteins (70–590 atoms in each structure, 272 atoms on average) in our data set. For proteins in the PDB where an ensemble of experimental structures are provided (e.g., in solution NMR), the first model is always used for comparisons between experiment and theory and as a starting point for geometry optimizations. Characteristics of this protein data set, including histograms of the percent of secondary structure properties in proteins and the frequency of amino acids in the primary structure of the proteins, are depicted in Figure 1. A summary of the PDB ID, type, size, and characteristics of proteins in the test set is provided in the Supporting Information.

As expected for a data set of small polypeptides, the \( \alpha \)-helical secondary structure predominates over the \( \beta \)-sheet structure. Thus, we sampled the accuracy of electronic structure approaches to describe sheet structures with less detail. The majority of the residues in the protein data set are nonpolar (51%), with smaller contributions from polar (31%) and charged (18%) residues, largely in agreement with the relative abundance of amino acids in the human genome and PDB. Our set undersamples charged residues, especially histidine, because histidine is a good chelator, and we eliminated metal-containing proteins from our data set. We slightly oversample polar residues, most notably cysteine, likely due to the enhanced use of disulfide bonds to restrict the structure in small, engineered polypeptides.

**COMPUTATIONAL METHODS**

We assessed the ability of both restricted Hartree–Fock (RHF) and a number of density functional theory (DFT) approaches to reproduce structural properties observed in experimental X-ray crystallographic and nuclear magnetic resonance structures for several standard basis sets with our TeraChem package. In the case of DFT, we attempted to study all 58 proteins with the
NEB calculations were carried out using the implementations in TeraChem and AMBER, respectively. Here, we also used a dielectric continuum model to represent the effect of the surrounding aqueous solvent (\(\varepsilon = 78.39\)) on geometries along the reaction path (optimized in the absence of solvent). This protein (PDB ID: 1LB0) was solved experimentally by NMR in aqueous solution, justifying the choice of dielectric constant used here. These continuum solvation (conductor-like screening model, COSMO\textsuperscript{61}) calculations were carried out with the Q-Chem quantum chemistry package\textsuperscript{62} using the switching/Gaussian approach\textsuperscript{63,64} for the discretization of the solvent-accessible surface with 110 Lebedev points/atom. Optimized protein structures were evaluated using health criteria that were computed by the MolProbity suite.\textsuperscript{65} Reported root-mean-square deviations (RMSDs) are given with respect to the corresponding experimental structure from the PDB, after placing structures in maximal alignment. We used a cutoff of 1.4 Å to define covalent (N/O)–H bonds, while bond lengths in the range of 1.4–2.0 Å were considered as (N/O)–H hydrogen bonds.\textsuperscript{66}

## Results

Structural properties of the initial experimental protein data set were evaluated and compared against the same properties for the ab initio and force field optimized structures. The aggregated results are summarized in Table 1 (detailed information for the individual structures is available in the Supporting Information). The average backbone root-mean-squared deviation (RMSD) for these polypeptides with respect to the starting experimental structure is between 0.57 and 0.77 Å for all theoretical methods, and a comparison of the average of these criteria over all proteins in each data set and for each method reveals that residue clashes vary the most significantly across methods and basis set size. Minimal basis sets, regardless of the use of RHF or DFT methods, produce an order of magnitude higher clashing values (40–75 per 1000) with respect to the starting value in the experimental structures (9 per 1000), force field results (3 per 1000), and the 6-31g basis set results (8–9 per 1000).

Comparison of the RHF/MINI and RHF/MINI-D results shows that the inclusion of empirical dispersion effects does not improve the results significantly (by any of the metrics in Table 1), indicating that the errors in the small basis set results are likely dominated by the limited electronic flexibility and/or BSSE. Furthermore, comparison of MINI and STO-3G results suggests little difference between these methods. Given previous suggestions\textsuperscript{55} that MINI was less sensitive to BSSE, it is likely that the limited electronic flexibility is the major error in the small basis set results. Indeed, the results with the smallest of the double-\(\zeta\) basis sets (3-21g) are already a significant improvement over the minimal basis set results with respect to clash (14–21 per 1000) and other health checks. Since these calculations only require about 50% more computational time than STO-3G calculations, it seems prudent to use double-\(\zeta\) basis sets, at least until some correction for the limited flexibility of minimal basis sets is introduced. We note that an empirical geometry-dependent BSSE correction scheme for minimal basis sets has recently been proposed,\textsuperscript{68} and the accuracy of this scheme will be investigated in future work.

One should expect the “health checks” to produce the best values for force field approaches, since the energy functions of force fields are optimized to reproduce the properties of “healthy” folded experimental structures.\textsuperscript{69,70} Nevertheless, both RHF and \(\omega\)PBEh results with the 6-31g basis set exhibit health checks nearly as good as the force field approach in most categories and improve upon force fields with respect to the percent of dihedrals lying in favorable regions on Ramachandran plots. Importantly, there is evidence that the force field approach may produce “healthier” structures even when the experimental results suggest “unhealthy” anomalies in the structure. For example, the \(\beta\)-carbon deviation computed from empirical force field optimizations is anomalously low compared with both the experimental structures and the ab initio optimizations. This is strongly suggestive of a bias toward “healthy” structures in the empirical force fields, indicating that

### Table 1. Average Health Checks, including \(C_\beta\) RMSD (Å), Clashes per Thousand, % Bad Side-Chain Rotamers, Number of \(\beta\)-Carbon Deviations, and % Favorable Ramachandran Values, for Several Levels of Theory Compared to the Experimentally Determined Reference Structure

<table>
<thead>
<tr>
<th>method</th>
<th>(C_\beta) RMSD</th>
<th>avg</th>
<th>min</th>
<th>max</th>
<th># clashes/1000</th>
<th>poor rotamers</th>
<th>% of favorable Ramachandran</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMBER</td>
<td>0.57</td>
<td>0.23</td>
<td>0.94</td>
<td>1.32</td>
<td>3</td>
<td>9%</td>
<td>80%</td>
</tr>
<tr>
<td>RHF/STO-3G</td>
<td>0.71</td>
<td>0.22</td>
<td>1.34</td>
<td>40</td>
<td>15%</td>
<td>0.22</td>
<td>75%</td>
</tr>
<tr>
<td>RHF/3-21g</td>
<td>0.68</td>
<td>0.23</td>
<td>1.68</td>
<td>14</td>
<td>11%</td>
<td>0.28</td>
<td>86%</td>
</tr>
<tr>
<td>RHF/6-31g</td>
<td>0.74</td>
<td>0.24</td>
<td>1.44</td>
<td>8</td>
<td>9%</td>
<td>0.28</td>
<td>86%</td>
</tr>
<tr>
<td>(\omega)PBEh/STO-3G</td>
<td>0.70</td>
<td>0.29</td>
<td>1.38</td>
<td>72</td>
<td>19%</td>
<td>0.50</td>
<td>71%</td>
</tr>
<tr>
<td>(\omega)PBEh/6-31g</td>
<td>0.65</td>
<td>0.24</td>
<td>1.41</td>
<td>9</td>
<td>13%</td>
<td>0.41</td>
<td>85%</td>
</tr>
</tbody>
</table>

Comparison of the average of these criteria over all proteins in each data set and for each method reveals that residue clashes vary the most significantly across methods and basis set size. Minimal basis sets, regardless of the use of RHF or DFT methods, produce an order of magnitude higher clashing values (40–75 per 1000) with respect to the starting value in the experimental structures (9 per 1000), force field results (3 per 1000), and the 6-31g basis set results (8–9 per 1000).

Comparison of the RHF/MINI and RHF/MINI-D results shows that the inclusion of empirical dispersion effects does not improve the results significantly (by any of the metrics in Table 1), indicating that the errors in the small basis set results are likely dominated by the limited electronic flexibility and/or BSSE. Furthermore, comparison of MINI and STO-3G results suggests little difference between these methods. Given previous suggestions\textsuperscript{55} that MINI was less sensitive to BSSE, it is likely that the limited electronic flexibility is the major error in the small basis set results. Indeed, the results with the smallest of the double-\(\zeta\) basis sets (3-21g) are already a significant improvement over the minimal basis set results with respect to clash (14–21 per 1000) and other health checks. Since these calculations only require about 50% more computational time than STO-3G calculations, it seems prudent to use double-\(\zeta\) basis sets, at least until some correction for the limited flexibility of minimal basis sets is introduced. We note that an empirical geometry-dependent BSSE correction scheme for minimal basis sets has recently been proposed,\textsuperscript{68} and the accuracy of this scheme will be investigated in future work.

One should expect the “health checks” to produce the best values for force field approaches, since the energy functions of force fields are optimized to reproduce the properties of “healthy” folded experimental structures.\textsuperscript{69,70} Nevertheless, both RHF and \(\omega\)PBEh results with the 6-31g basis set exhibit health checks nearly as good as the force field approach in most categories and improve upon force fields with respect to the percent of dihedrals lying in favorable regions on Ramachandran plots. Importantly, there is evidence that the force field approach may produce “healthier” structures even when the experimental results suggest “unhealthy” anomalies in the structure. For example, the \(\beta\)-carbon deviation computed from empirical force field optimizations is anomalously low compared with both the experimental structures and the ab initio optimizations. This is strongly suggestive of a bias toward “healthy” structures in the empirical force fields, indicating that
ab initio approaches may be more reliable in the prediction and assessment of structures for proteins with unusual and/or disordered structural characteristics.

We highlight one specific example where the empirical force field predicts a “healthier” structure than both ab initio optimization and experiment. The failures of the empirical force field in this example are representative of other cases in the data set. The complete structures and health characteristics of all the proteins in the data set are provided in the Supporting Information for the reader interested in further details. The example we choose here is the crustacean cardioactive peptide (CCAP) of the fruit fly (PDB ID: 1Y49), a highly conserved nonapeptide that is made cyclic by a disulfide bridge between the third and ninth residues. As shown in Figure 2, the residues close to the disulfide bridge have unusual backbone dihedrals and side-chain rotamers in both ab initio and experimental structures. In contrast, force field optimization enforces a more prototypically favorable structure around the disulfide bridge, at variance with the experimental structure.

General trends in our data set are also evident: the low secondary structure content (e.g., steric zippers, PDB ID: 2RPS; metallothionein, PDB ID: 1T2Y) exhibit “healthier” characteristics in ab initio results compared with the experimental structures, likely because these structures are more challenging to refine. On the other hand, prototypical secondary structures, particularly α-helices (e.g., a human serum apolipoprotein component, PDB ID: 1ODP), seem to be better described by force fields than ab initio methods, as judged by RMSD to experimental structures.

Overall, it appears that proteins with regions of disorder are better described by ab initio methods, while more ordered proteins are treated equally well or better by the empirical force field. This correlation holds for both RHF and ωPBE, and there is little detectable structural improvement from the inclusion of electron correlation in ωPBE.

We now examine the steric overlaps between residues more closely for experimental, force field, and ab initio approaches (Figure 4). To eliminate any effects introduced by a nonuniform sampling of residues in our protein data set, we renormalized the clashing frequency of each residue by the abundance of that amino acid in our data set and further scaled these for each method so that the amino acid with the highest clashing frequency is listed as 100%. The relative frequency of steric overlap by residue was equivalent for both HF and DFT (ωPBE) approaches, so we focus here on comparison of RHF/STO-3G, RHF/3-21g, and RHF/6-31g ab initio data. The greatest absolute amount of clashing is observed for minimal basis set ab initio results (N = 172 for RHF/STO-3G,

\[
\text{Disorder} = \frac{1}{2} \frac{N_{\text{unassigned-SS}}}{N_{\text{res}}} + \frac{3}{4} \frac{N_{\text{SS-int}}}{N_{\text{SS}}} + \frac{3}{4} \frac{N_{\text{typical-SS}}}{N_{\text{res}}} \quad (1)
\]

where \(N_{\text{res}}\) is the number of residues in the protein, \(N_{\text{unassigned-SS}}\) is the number of residues with an unassigned secondary structure, \(N_{\text{SS-int}}\) is the number of 1–2 residue insertions without a secondary structure or distinct secondary structure interrupting a run of the same secondary sequence type, \(N_{\text{typical-SS}}\) is the number of distinct secondary sequence runs, and \(N_{\text{typical-SS}}\) is the number of residues identified as having bad properties by MolProbity (i.e., bad side-chain rotamer or bad backbone). This disorder metric is evaluated using the experimental structures for each protein. Next, we define the relative health for a given protein structure as

\[
\text{Relative Health} = \frac{\text{Health}_{\text{MM}} - \text{Health}_{\text{QM}}}{\text{Health}_{\text{Expt}}} \quad (2)
\]

where \(\text{Health}_{\text{MM}}, \text{Health}_{\text{QM}},\) and \(\text{Health}_{\text{Expt}}\) are the MolProbity scores assigned to the force field optimized, ab initio optimized, and experimental structures, respectively. Note that large MolProbity scores correspond to less healthy protein structures, and thus negative values of Relative Health imply that a better description is provided by the empirical force field. In Figure 3, we plot the relative health versus the disorder for all structures in the data set, considering both the RHF/6-31g and the ωPBE/6-31g ab initio methods. There is a clear correlation in that disordered proteins are treated better with QM, while more ordered proteins are treated equally well or better by the empirical force field. This correlation holds for both RHF and ωPBE, and there is little detectable structural improvement from the inclusion of electron correlation in ωPBE.
where $N$ is the total number of clashes observed in the optimized structures, while the largest basis set reduces the clashing to the lowest value ($N = 32$ for RHF/6-31g). In all cases, clashing is most prominent for charged residues (D: aspartate; E: glutamate; K: lysine; and R: arginine), likely indicating that the steric overlap that arises is due to the formation of salt bridges or strong hydrogen bonds. The significant clashing occurring on polar residues (N: asparagine and Q: glutamine) for minimal basis set RHF cannot be explained in this way, however, and this steric overlap is likely indicative of a more fundamental difference in the protein structure evaluated at this basis set.

Bond length distributions for key peptide bond distances provide a further useful point of comparison for ab initio, experimental, and force field results, as shown in Figure 5. Unsurprisingly, parametrized force fields produce exceedingly narrow distributions with means that are in reasonable agreement with experimental values. However, the force field approach underestimates the width of the bond length distribution for carbon–oxygen and carbon–nitrogen bonds of the peptide bond, and it does not distinguish between C–C bonds formed between the amide carbon and $\alpha$-carbon or $\alpha$-carbon and $\beta$-carbon. In experimental structures, a broad distribution of C–O and C–N backbone bonds likely stems from the underlying resonance representations of this bond, which are adequately captured by the ab initio approaches, especially with a larger basis set. The larger basis set ab initio results also correctly predict C–C$_a$ bonds to be slightly shorter than C$_a$–C$_b$ bonds. Importantly, minimal basis set ab initio results have overly broad distributions for N–H and C–N bonds, where the former suggests deprotonation of amide nitrogens, while the latter suggests a decrease in C–N bond order. However, even a relatively small double-$\zeta$ basis set such as 3-21g recovers the correct bonding distributions and bond order for the amide bond.

Increased steric overlap and broadened bond distance distributions found in both ab initio and experimental structures (compared to the force field optimized structures) could be closely tied to the presence of strong hydrogen bonds or changes in protonation states. Focusing on the protein backbone, we considered whether shifting protonation states and character could be unearthed through examination of the number of protons forming covalent or hydrogen bonds to amide oxygen or nitrogen (Figure 6). Nearly all electronic structure methods (both RHF and $\omega$PBEh) and basis sets predict a higher number of hydrogen bonds with respect to experimental structures. This may be partly a consequence of the fact that the ab initio optimizations discussed so far were carried out without any representation of the solvent environment. Thus, the enhanced hydrogen bonding compared

![Figure 4](http://www.kuliklab.org)

**Figure 4.** Relative clashing rate for each amino acid (for AMBER, RHF/STO-3G, RHF/3-21g, RHF/6-31g, and experimental structures from top to bottom) per occurrence in the protein data set. The residue with the highest frequency of clashing has been renormalized to 100%, and the total number of clashes ($N$) is indicated for each method.

![Figure 5](http://www.kuliklab.org)

**Figure 5.** Bond length distributions for experimental structures (black line) compared to distributions obtained from optimization with AMBER (orange line), $\omega$PBEh/STO-3G (red line), $\omega$PBEh/3-21g (green line), and $\omega$PBEh/6-31g (blue line). Each panel has the same range of bond distances (0.2 Å) but is centered around the appropriate distance for the labeled bond type.

![Figure 6](http://www.kuliklab.org)

**Figure 6.** Character of protonation state and hydrogen bond of backbone amide species compared at several levels of theory against experiment. (Top) Number of carbonyl oxygens per thousand forming hydrogen bonds with neighboring species. (Bottom) Number of amide nitrogens that are deprotonated per thousand (green bar) referenced against the number of amide nitrogens that form a hydrogen bond with a neighboring species (blue line) and the number of backbone carbonyl oxygens that have been protonated (red line).
to experimental structures (which correspond to aqueous or hydrated crystal environments) may be partially due to the fact that hydrogen bonds are strengthened in the gas phase. However, detailed investigation of the minimal basis set results shows that the enhanced presence of hydrogen bonding also coincides with an unusual deprotonation of amide nitrogens. In some cases, a majority of the protons are shared between peptide bond nitrogens and oxygens, forming a covalent bond with the oxygen and a weaker hydrogen bond with the nitrogen. This result suggests that charge separation is disproportionately unfavorable in the gas phase using ab initio methods with minimal basis sets. An example of this behavior is shown for a protein fibril (PDB ID: 3FTR) in Figure 7. This anomalously internal proton transfer does not occur spontaneously when larger basis sets are used; that is, the larger basis sets do exhibit a local minimum with the expected protonation states of the peptide backbone. However, reoptimization of the anomalous minimal basis set structures with a larger basis set reveals that these alternative structures are also stationary points at the larger basis set. The calculations therefore predict that the anomalous protonation states are true metastable configurations and they should not be excluded when considering protein structures in the gas phase, as may be important in mass spectrometry experiments. Definitive results on the relative stability of these protonation states would require free energy calculations and possibly more extensive treatments of electron correlation, which is beyond the scope of the present work. Nevertheless, the anticipated coordination number of the amide nitrogen is recovered when slightly increasing the basis set size.

Following the identification of unusual results from the electronic structure with minimal basis sets on zwitterionic, gas-phase protein structures, we now consider whether the minimal electronic structure with minimal basis sets on zwitterionic, gas-phase protein structures, we now consider whether the minimal basis set results are also stationary points at the larger basis set. The calculations therefore predict that the anomalous protonation states are true metastable configurations and they should not be excluded when considering protein structures in the gas phase, as may be important in mass spectrometry experiments. Definitive results on the relative stability of these protonation states would require free energy calculations and possibly more extensive treatments of electron correlation, which is beyond the scope of the present work. Nevertheless, the anticipated coordination number of the amide nitrogen is recovered when slightly increasing the basis set size.

Figure 7. Comparison of experimental structure (upper right) for a protein fibril (PDB ID: 3FTR) with optimized structures from minimal basis RHF/STO-3G (upper left) and larger basis RHF/6-31g (upper middle). Note the anomalous protonation state in the minimal basis optimized structure that is absent in the structure optimized with a larger basis set. An overlay of all three structures is shown in the lower panel, with red, green, and blue structures corresponding to RHF/STO-3G optimization, RHF/6-31g optimization, and experimental coordinates, respectively.

Figure 8. Health check metrics, including Cα RMSD, clash score, favorable Ramachandran values, and poor side-chain rotamers, for a minimal basis set (RHF/MINI) and larger basis set (RHF/6-31g) compared with RHF/MINI results where the zwitterionic termini are neutralized (ZF) or the protein is solvated with MM water molecules (MMH2O) and a surrounding polarizable continuum.

carried out for a subset (20 proteins) of the original data set that exhibited the largest deviations in RMSD compared with the experimental structures (details in Supporting Information). Calculations in explicit solvent were carried out by embedding the protein in a spherical shell of water molecules with a radius of 10 Å (positions of water molecules in this shell were determined by the tleap component of AMBER). Almost all (17 out of 20) of these protein structures were determined by solution NMR under aqueous conditions (see the Supporting Information). The water molecules were represented with the TIP3P force field (i.e., a QM/MM calculation). This spherical shell of protein and surrounding TIP3P water was further embedded in a dielectric continuum (ε = 78.39) using an Onsager self-consistent reaction field model39 (with the reaction field coupled to the solute through its charge and dipole moment). Solvation with explicit water molecules and a surrounding continuum eliminates the spontaneous amide backbone deprotonation described in the minimal basis set calculations above. It further improves the RMSD compared to the experimental structures and other health characteristics, as shown in Figure 8. Neutralizing the terminal residues in this subset also leads to improvement in the protein structure as judged by health metrics. This result suggests that some of the observed deviations between experimental and ab initio structures arises because of the interaction between the charged NH⁺ and COO⁻ terminal residues. This electrostatic attraction is screened in solution in the experiments and when the ab initio calculations include surrounding solvent. If the protein is modeled in isolation, this attraction can modify the structure. Such structural modifications are likely to occur in gas-phase proteins with charged terminal residues but may be minimized if the terminal residues are neutralized.

Finally, we consider the ability of electronic structure approaches to characterize the multiple local minima of an HIV-1 epitope (PDB ID: 1LBO) that adopts a 3α helical structure rather than an α-helical structure in an aqueous environment.79 From the peptide sequence, we generated helices with dihedral angles ranging from a canonical 3α (ϕ = 49°, ψ = 26°) to an α- (ϕ = 57°, ψ = 47°) helical secondary
structure. The path along these dihedral values was optimized with nudged elastic band\textsuperscript{60} (NEB) for both the empirical force field and oPBEh/6-31g methods (Figure 9). In the gas phase, the ab initio results show that the \(3_{10}\) helix is favored by about 6 kcal/mol over the \(\alpha\) helix, with a significant barrier to interconversion occurring around \((\phi = 55^\circ, \psi = 40^\circ)\). Since relative stabilities likely vary between gas-phase and solvated environments, we repeated COSMO calculations on the NEB images. Examination of the transition-state structure shows that unfavorable positioning of the central residues, particularly Lys\textsuperscript{7} and Trp\textsuperscript{8}, and mismatching of backbone hydrogen bonding contributes to the barrier height. In contrast to both ab initio and experimental results, empirical force field NEB calculations predict that the \(\alpha\)-helical structure is favored over the \(3_{10}\)-helical structure by about 8 kcal/mol.

**CONCLUSIONS**

Ab initio methods are uniquely poised to answer the open questions of both the relative stability of protonation states and how these influence the protein structure. In this work, we have leveraged recent developments in both algorithms and computer architectures that bring ab initio calculations of optimized protein structures within reach. These advances allowed us to optimize the structures of more than 50 proteins ranging in size up to 35 residues. Each of these structures was optimized using at least four different basis sets (STO-3G, MINI, 3-21g, and 6-31g) and two different levels of theory (RHF and DFT with the range-corrected oPBEh functional).

Our results show that unbiased ab initio methods are able to retain the protein structure at the same level as empirical force fields that have been extensively parametrized for this purpose. Furthermore, there is evidence that the ab initio methods are consistently better than force fields at reproducing experimental structures for proteins with disordered regions. We highlighted a few examples from our data set where unusual structural motifs observed in the experimental data are reproduced by ab initio methods, but not by the empirical force field.

We also uncovered unusual internal proton transfer for some of the structures when using minimal basis sets. Further investigation showed that larger basis sets predicted the existence of a minimum at the expected structure but also that the unexpected structure remained a local minimum that might be accessible at elevated temperatures. This result encourages the use of larger basis sets that do not undergo spontaneous internal proton transfer. However, it also highlights the ability of ab initio methods to describe chemical phenomena that cannot be described easily with empirical force fields.

Finally, for a subset of the proteins that exhibited the largest deviations from experimental structures when optimized in isolation, we used a QM/MM approach (where the entire protein is modeled with QM) to carry out optimizations in an aqueous environment. This led to improvements in the structure compared to experimental data, suggesting that the relatively small deviations observed when optimizing protein structures in isolation are due to true differences in the structure of the isolated and hydrated protein. Empirical force fields are less sensitive to the immediate environment of the protein, which is perhaps expected since force fields are parametrized to reproduce structural properties in solution.

Our results here show that even relatively low-level ab initio methods provide a useful description of protein structures. There is little discernible difference between RHF and DFT with respect to structural features, although it is likely that relative energies of different conformations are significantly improved with DFT since it includes electron correlation effects. Further investigations including entropic effects and sampling alternate conformations can be expected to be possible in the near future, and this will be required to determine the accuracy of ab initio methods in predicting the free energy landscapes of proteins.
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Details of proteins included in the data set used, including PDB IDs and secondary structure assignment; details of health checks for all optimized structures; and coordinates for all optimized structures. This material is available free of charge via the Internet at http://pubs.acs.org.
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(78) The minimum number of residues for a sequence to count as a "run" of a secondary structure is four. If there is no discernible secondary structure or if the number of insertions is larger than the number of secondary structure runs, the ratio \( N_{SS\text{-int}}/N_{SS} \) is set to unity. \( N_{SS\text{-int}} \) is zero only when the protein is typed by a single ordered SS type and any disordered regions occur only at the tail ends of the protein.